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ABSTRACT
We apply game-theoretic techniques to urban security deployment
and propose new algorithms to efficiently solve real-world domains
that are intractable with existing algorithms.
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1. MOTIVATION
Protecting targets against potential attacks is an important prob-

lem for security forces worldwide. The general setting we study
is as follows: An attacker assigns different values to reaching (and
damaging or destroying) one of multiple targets. A defender is able
to allocate resources (such as patrol cars or canine units) to capture
the attacker before he reaches a target. In many of these situa-
tions, the domain has structure that is naturally modeled as a graph.
For example, city maps can be modeled with intersections as nodes
and roads as edges, where nodes are targets for attackers. In or-
der to prevent attacks, security forces can schedule checkpoints on
edges (e.g., roads) to detect intruders. For instance, in response to
the devastating terrorist attacks in 2008 [1], Mumbai police deploy
randomized checkpoints as one countermeasure to prevent future
attacks [2]. The strategy for placing these checkpoints must neces-
sarily be decided in advance of attack attempts, should account for
targets of differing importance, and should anticipate an intelligent
adversary who can observe the strategy prior to attacking.

In light of these requirements, game-theoretic approaches have
been developed to assist in generating randomized security strate-
gies in several real-world domains, including applications in use by
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the Los Angeles International Airport [11] and the Federal Air Mar-
shals Service [9]. To account for the attacker’s ability to observe
deployment patterns, these methods model the problem as a Stack-
elberg game and solve for an optimal probability distribution over
the possible deployments to ensure unpredictability.

Novel solvers for classes of security games have recently been
developed [3, 11, 4]. However, these solvers take time at least
polynomial in the number of actions of both players. In our setting,
every path from an entry point to a target is an attacker action, and
every set of r or fewer edges is a defender action. (r is the max-
imum number of checkpoints.) Since the attacker’s actions grow
exponentially with the size of the network, and the defender’s ac-
tions grow exponentially with r, existing methods quickly become
too slow when applied to large real-world domains. Therefore, our
goal is to develop faster methods for these settings and evaluate
them theoretically and empirically.

2. RELATED WORK
Aside from the literature on Stackelberg games for security, our

approach is also based on insights from network interdiction [12, 8,
5]. These are the special case of our model when there is a single
target, or — equivalently — all targets have identical values. For
such games, Washburn and Wood (1995) give an algorithm find-
ing optimal strategies for both players based on Min-Cut computa-
tions. However, different target values can cause their algorithm to
perform arbitrarily poorly, as we see in our experiments.

Two additional lines of work are somewhat related. Mavronico-
las et al. (2008) define and analyze a network security game where
each attacker can attack any node of the network, and the defender
chooses a path to patrol to capture as many attackers as possible.
Because the attacker is not restricted to paths, the types of results
for this game are different from ours, and the focus in [10] is on un-
derstanding the impact of selfish behavior by defenders rather than
optimal strategies. Hider-seeker games [3, 7] are also studied on
graphs, but here, the attacker’s goal is only to evade capture, not to
reach any particular target.

3. PROBLEM DESCRIPTION
A graph-based security game models an attacker and a defender

who take actions on a graph G = (V, E), with n = |V | nodes
and m = |E| edges. The attacker starts at one of the source nodes
s ∈ S ⊆ V of his choosing and travels along a path in an attempt to
reach one of the targets t ∈ T ⊆ V . The attacker’s pure strategies
are thus all s-t paths P , denoted by B, from some source s to some
target t. The defender tries to capture the attacker before he reaches
a target, by placing up to r resources on edges of the graph. The
defender’s pure strategies are subsets of r or fewer edges; we de-
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note the set of all such sets by L. Assuming that the defender plays
L ∈ L and the attacker P ∈ B, the attacker is captured whenever
P ∩ L �= ∅, and succeeds in his attack when P ∩ L = ∅.

Unsuccessful attacks always have a payoff of c for the defender,
while successful ones have a penalty of D(t). We make the natural
restriction that D(t) ≤ c. We also assume that the game is zero-
sum, meaning that the attacker’s payoff for a successful attack on
target t is −D(t), and −c for an unsuccessful one. We stress here
that targets may have vastly different payoffs associated with them,
unlike in [12]. This distinction is crucial to model real security
domains, and thus to bridge the gap between theory and practice.

In a world of increasingly sophisticated and determined attack-
ers, a good defender strategy must take into account the fact that the
attacker will observe and exploit patterns in the defender’s behav-
ior. Thus, the game is naturally modeled as a Stackelberg game, an
approach also taken (for the same reasons) in past work in security
settings [6, 9]. The defender is modeled as the leader and moves
first, by selecting a mixed strategy λ ∈ Λ that assigns a probabil-
ity to each pure strategy L ∈ L. The attacker is the follower and
chooses a strategy after observing the defender’s mixed strategy.
There is always a pure-strategy best response for the attacker, so
we restrict the attacker to pure strategies without loss of generality.
Thus, the attacker’s Stackelberg strategy is a function f : λ �→ P .
For any pair of strategy profiles (λ, f), the expected rewards for the
defender (RD) and attacker (RA) are given by:

RD(λ, f) = p · c + (1 − p) · D(t) (1)

RA(λ, f) = p · −c + (1 − p) · −D(t) (2)

where t is the target at the end of the path specified by f(λ),
and p the probability that the attacker is captured on the path to
t given the defender’s strategy λ. Although the optimal defender
strategy is a Stackelberg Equilibrium, since our game is zero-sum,
this is equivalent to a Maximin strategy. Unfortunately, as L has
size Θ(mr), and B has size exponential in n, existing methods for
computing such strategies do not scale to realistic problem sizes.

4. SUMMARY OF FINDINGS
In this work, we develop an efficient procedure for generating

checkpoint deployments based on two key ideas: (i) a polynomial-
sized approximation of the strategy space solved using a linear pro-
gram (marginal distribution); (ii) two efficient sampling techniques
to map solutions back to the original space (joint distribution). To
avoid the exponential strategy space over all possible combinations
of checkpoint placements (the joint distribution), our methods oper-
ate on the marginal probabilities of edges, i.e., the total probability
of placing a checkpoint on an edge. Our linear program, RANGER,
efficiently solves for the optimal marginal distribution for the de-
fender by upper-bounding the capture probabilities along paths by
the sum of marginal probabilities.

To implement these solutions, we must sample the distribution
or convert them into distributions over the joint actions (sets of r
checkpoints). Our sampling algorithms efficiently generate joint
distributions in the original problem space from RANGER’s solu-
tion over marginal probabilities. We prove that under certain condi-
tions, the actual capture probabilities of the joint distributions pro-
duced by our algorithms match the upper bound of RANGER, and
necessarily yield optimal payoffs. Radius Sampling generates opti-
mal joint distributions if certain conditions on the marginal distri-
bution are met. Comb Sampling generates distributions which are
optimal against an approximating attacker who calculates the ex-
pected value of an attack by summing the marginal probabilities in
the path.

In addition to our theoretical results, we test our methods em-
pirically. Our results show orders of magnitude improvement in
runtime over previously known algorithms, making it possible to
solve real-world problems. In randomly-generated small games
where we could actually determine the optimal reward, our tech-
niques provide optimal solutions in nearly all cases, despite opti-
mality conditions not necessarily being met. We also evaluate the
quality of our solutions on a model of the southern area of Mum-
bai, which was the subject of severe terrorist attacks in 2008. On
this real-world domain, the algorithms provide superior rewards to
other intuitive defense strategies that might be used in such a do-
main. In contrast, previously known, optimal algorithms are unable
to solve the problem due to the immense size. Thus, although guar-
antees cannot be provided for the general case, experimentally, our
techniques efficiently generate high-quality solutions in domains of
interest.
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